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Abstract

This paper presents a reliability-based prediction methodology to obtain the remaining useful life of composite materials subjected to fatigue degradation. Degradation phenomena such as stiffness reduction and increase in matrix micro-cracks density are sequentially estimated through a Bayesian filtering framework that incorporates information from both multi-scale damage models and damage measurements, that are sequentially collected along the process. A set of damage states are further propagated forward in time by simulating the damage progression using the models in the absence of new damage measurements to estimate the time-dependent reliability of the composite material. As a key contribution, the estimation of the remaining useful life is obtained as a probability from the prediction of the time-dependent reliability, whose validity is formally proven using the axioms of Probability Logic. A case study is presented using multi-scale fatigue damage data from a cross-ply carbon-epoxy laminate.

1. Introduction

In general, the problem of damage prognosis is challenging not only due to its complexity and multidisciplinary nature, but also for its direct impact on safety and cost. While structural health monitoring (SHM) technology has experienced a considerable development over the past two decades, little effort has gone into integrating SHM with prognostics science for lifecycle reassessment and condition-based maintenance. The latter is especially significant for composite materials due to their increasing use in high-performance applications such as aeronautics or space. Composites are well-known for their high strength-to-weight ratios, but also for being susceptible to damage from the beginning of lifespan. This damage can be hard to detect and usually becomes a critical issue for reliability and competitiveness of composite structures. Continuous assessment of the health state using state-of-the-art SHM technology, and based on that, the prediction of the remaining time until which the structure is expected to continue performing the required function, is of key importance for the efficient and reliable use of composite materials.

Damage prognostics can be defined as the estimation of the remaining useful life (RUL) of a system based on knowledge about the current damage state and the future degradation process of the system. The methodology for damage prognostics typically consists of two main steps: first, an estimation of the current damage state based on (incomplete) up-to-date information from the system response given by SHM data; and second, a propagation forward in time of the updated state estimate (while no new SHM data are available) until the failure threshold is reached. The inherent complexity of this process implies uncertainty that comes not only from uncertain system inputs (upcoming loads, environmental conditions, etc.) but also from the lack of knowledge about the physics of the damage process. This uncertainty can increase dramatically when dealing with full-scale composite structures in real environments. Thus, probability-based frameworks are best suited for prognostics, rather than deterministic or point-valued RUL estimations.

In the literature, there is a growing number of articles dealing with probability-based approaches for damage prognostics, for example in the areas of rotating machinery, pneumatic valves, fatigue of metals, just to name a few. Depending on the chosen modeling option for forward damage
propagation, approaches can be roughly classified into model-based or data-driven [18]. However, the number of contributions in the context of composites is still very limited [19–21], where the benefits of the probability-based prognostics approach can be fully exploited to deal with the variability and complexity of the degradation process in composites.

In the present paper, a model-based prognostics framework is proposed in application to fatigue degradation in composite materials. For the problem of damage state estimation, which takes place before the problem of damage prognostics, an approach based on particle filters (PF) [22,23] is adopted to sequentially estimate the joint probability density function (PDF) of damage states and model parameters as long as new SHM data are collected. By PF, the analytical joint distribution of states and parameters obtained by Bayes’ Theorem is approximated through a discrete set of weighted particles, that represent random sample realizations in the joint states–parameters space [24]. Every time new data become available, the particles (states and parameters) are updated and further propagated forward in time by simulating the damage evolution model. Examples of PF-based approaches in the context of damage prognostics are found in [15,25–29].

In addition, a general methodology for time-dependent reliability calculation is proposed based on filtered information about the future states of the system. This methodology is particularly useful for damage prognostics in composites where several damage modes may coexist, since reliability encapsulates information about the overall system performance. An approach for predicting time-dependent reliability has been adopted by [30,17] in a similar manner, however in the present paper it is accomplished by PF focusing on damage in composites. In particular, it is shown that the time-dependent reliability calculation at a given time can be estimated as the sum of the normalized weights of the predicted particles that lie within a predefined useful domain, which is defined as the subregion of the state–space where system performance is authorized. Finally, a method for directly obtaining the RUL as a probability from the time-dependent reliability is proposed, whose validity is demonstrated using the axioms of Probability Logic [31,32]. See Fig. 2 for a scheme of the proposed prediction framework based on reliability.

As a case study, the proposed prognostics approach is demonstrated using SHM data for matrix-crack density and stiffness reduction from a tension–tension fatigue experiment in a cross-ply CFRP laminate. Damage data are taken from NASA Ames Prognostics Data Repository (Composites dataset) [33]. Results show the suitability and potential of the proposed approach in performing RUL prediction with adequate management of the associated uncertainty.

The remainder of the paper is organized as follows. Section 2 discusses the theory behind fatigue damage in composites and presents the proposed methodology for fatigue damage modeling. The sequential state estimation problem by means of PF is presented in Section 3. Section 4 formally defines the prognostics problem and describes the methodology proposed to obtain the RUL estimation from the time-dependent reliability. In Section 5, the proposed framework is applied to a set of fatigue damage data to serve as an example. Finally, concluding remarks are provided in Section 6.

2. Fatigue damage modeling

The progression of fatigue damage in composites involves a progressive or sudden change of the macro-scale mechanical properties, such as stiffness or strength, as a consequence of different
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**Fig. 1.** Panel (a) Schematic view of a FRP composite laminate with stacking sequence given by $[\phi_1/\phi_2/\phi_3]$; Panel (b) Illustration of one of the plies with indication of ply and laminate directions. Panel (c) Illustration of microscopic damage for a $[90_{\text{sub}}/\phi_2/90_{\text{sub}}]$ laminate (as the laminate used in the case study) along with basic geometrical parameters.
fracture modes that evolve at the micro-scale along the lifespan of the structure [6]. In this work, the longitudinal stiffness loss is chosen as the macro-scale damage variable, given that, in contrast to the strength variable, it can be measured through in-situ non-destructive methods, which is of key importance for the filtering-based reliability approach proposed here. At the micro-scale level, matrix micro-cracking [34] is selected as the dominant fracture mode for the early stage of damage accumulation.

To accurately represent the relation between the internal damage and its manifestation through macro-scale properties, several families of damage mechanics models have been proposed in the literature [35]. These models are based on first principles of admissible ply stress fields in the presence of damage, and can be roughly classified into (1) analytical models, (2) semi-analytical models, and (3) computational models. The two last families have been shown to be promising, however they are computationally prohibitive in a filtering-based prognostics approach, where a large amount of model evaluations is required. Therefore, the focus here is on the set of analytical models, that depending on the level of assumptions adopted to model the stress field in the presence of damage, they can be classified (from simpler to more complex) into shear-lag models [36,37], variational models [38], and crack opening displacement (COD) based models [39,40]. Among them, the shear-lag models have received the most attention in the literature and, as a consequence, a vast number of extensions and variations can be found [35]. Shear-lag models use one-dimensional approximation of the equilibrium stress field after cracking to derive expressions for stiffness properties of the cracked laminate. The main modeling assumption of shear-lag models is that, in the position of matrix cracks, axial load is transferred to uncracked plies by the axial shear stresses at the interfaces. These models are usually restricted to cross-ply laminates or \( \phi_{90}/90_{\circ} \) lay-ups, where \( \phi \in [-90^\circ, 90^\circ] \) is the ply-angle of the outer sublaminates (see Fig. 1). For general laminates with arbitrary stacking sequence, COD-based models are best suited. These models are expected to better capture the various damage mechanisms since they involve more complex damage mechanics, but it might be at the expense of more information extracted from the data [41]. Then, if such models are utilized for future prediction, as in prognostics, the results are expected significantly dependent on the available data. However, it should be noted that the methodology proposed in this paper is not restricted to the above models but applicable to any damage modeling option.

In this work, the classical shear-lag model [36,42] is the method chosen to represent the relation between the micro-cracks density and the stiffness loss, as it provides reasonable accuracy results while it depends less on the data quality. Therefore, it is expected to be less sensitive to the noise on data, as has been shown to hold true for composites materials by a recent study [41].

### 2.1. Stiffness reduction model

Following the unifying formulation by [43] for shear-lag models, the effective longitudinal Young’s modulus \( E_{x}^\varepsilon \) can be calculated as a function of the crack-spacing in the \( 90^\circ \) layers as

\[
E_{x}^\varepsilon = \frac{E_{x,0}}{1 + \alpha \frac{\Delta \sigma}{E_{0}}}
\]

where \( E_{x,0} \) is the initial longitudinal Young’s modulus of the undamaged laminate and \( T = l/\ell_{90} \) is the half crack-spacing normalized by the \( 90^\circ \) sublaminar thickness. The normalized half-crack spacing \( T \) can be expressed as a function of \( \rho \), the matrix crack density, as: \( T = l/2\ell_{90} \). The term \( a \) in Eq. (1) is a function of mechanical and geometrical properties of the laminate as defined in Appendix A. The function \( R(l) \), known as the average stress perturbation function, is defined as

\[
R(l) = \frac{2}{\xi} \tanh \left( \frac{\xi l}{2} \right)
\]

where \( \xi \), the shear-lag parameter, can be obtained for the classical shear-lag model [36,42] as follows:

\[
\xi = \sqrt{\frac{G_{23}}{E_{2}}} \left( \frac{1 + \pi_{1\varepsilon}}{E_{0}^{1\varepsilon}} \right)
\]

The superscript \( 1\varepsilon \) denotes “property of the \( \phi_{90}/90_{\circ} \)-sublaminar” (see Fig. 1 for further details).

### 2.2. Damage propagation model

Having identified the model to express the relationship between the effective Young’s modulus and micro-cracks density, the next step is to address the time evolution of the micro-cracks density. To this end, the shear-lag model is used to obtain the energy released per unit crack area due to the formation of a new crack between two existing cracks, denoted here by \( G \). This energy, known as energy release rate (ERR), can be calculated as [44]

\[
G = \frac{\pi h}{2\rho_{90}} \left( E_{0\varepsilon}^{1\varepsilon} - E_{0\varepsilon}^{2\varepsilon} \right) - \frac{1}{E_{0\varepsilon}^{2\varepsilon}}
\]

where \( \sigma_{r} \) is the applied axial tension, and \( h \) and \( \ell_{90} \) are the laminate and \( 90^\circ \) sublaminar half-thickness, respectively. The term \( E_{0\varepsilon}^{2\varepsilon} \), as a function of \( \rho \), is the effective laminate Young’s modulus due to the current damage state which can be calculated using Eq. (1). The energy released calculated by Eq. (4) can be further introduced into the modified Paris’ Law [45] to obtain the evolution of matrix-cracks density as a function of fatigue cycle \( n \), as shown below:

\[
\frac{d\rho}{dn} = A(\Delta G)^{\alpha}
\]

where \( A \) and \( \alpha \) are fitting parameters, and \( \Delta G \) is the increment in ERR for a specific stress amplitude, i.e., \( \Delta G = G(\sigma_{r,\max}) - G(\sigma_{r,\min}) \). Since the term \( \Delta G \) involves the expression for the micro-damage mechanics model \( E_{0\varepsilon}^{2\varepsilon} \), a closed-form solution for Eq. (5) is hard to obtain. To overcome this drawback, the resulting differential equation can be solved by approximating the derivative using unit-time finite differences, assuming that damage evolves cycle-to-cycle as

\[
\rho_{n} = \rho_{n-1} + A(\Delta G(\rho_{n-1}))^{\alpha}
\]

where \( \rho_{n} \) is the matrix-cracks density at fatigue cycle \( n \in \mathbb{N} \).

### 3. Bayesian state estimation

Having defined the model for damage propagation forward in time, the next step is to develop a method for sequential damage state estimation as new SHM data are collected. This is accomplished by Bayesian state estimation [46], that recursively uses Bayes’ Theorem to incorporate the information from current SHM measurements along with the output of the damage propagation model, while accounting for the underlying uncertainties (e.g., modeling errors and measurement noise). To this end, a probabilistic description of the deterministic models described in Section 2 is required, which is developed in the next section. The Bayesian state estimation methodology is presented next. The proposed procedure will make extensive use of the concept of damage state, as a damage event predicted at a certain time or fatigue cycle, as explained below.
3.1. Stochastic system modeling

Let us consider a generic damage progression model defined in state-space form using the following discrete state transition equation:

\[ x_{n+1} = f(x_n - 1, u_n, \theta) + v_n \]  

(7)

where \( f(x_{n-1}, u_n, \theta) : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{\theta} \to \mathbb{R}^{n_x} \) is a possibly nonlinear function of the latent damage state \( x_n \in \mathbb{R}^{n_x} \). Here \( x_n \in \mathbb{R}^{n_x} \) may depend on a set of \( n_y \) (uncertain) model parameters \( \theta \in \Theta \subset \mathbb{R}^{n_\theta} \) along with a set of input parameters to the system \( x_n \in \mathbb{R}^{n_x} \). Here \( v_n \in \mathbb{R}^{n_v} \) is a model-error term that represents the difference between the actual system response \( x_n \) and the model output \( g \). This model error is conservatively assumed to be modeled as a zero-mean Gaussian distribution, which, supported by the Principle of Maximum Information Entropy (PMIE) [47,31], leads to the largest prediction uncertainty (largest Shannon entropy). Thus, the selection of any other probability model would lead to an unjustified underestimation of prediction uncertainty [32]. It follows that the entire state transition equation is also modeled as a Gaussian distribution as

\[ p(x_n | x_{n-1}, u_n, \theta) = \left((2\pi)^{n_x} | \Sigma_{x_n}^{-1} \right)^{-1/2} \exp \left( -\frac{1}{2} (x_n - x_n^{-1} \Sigma_{x_n}^{-1} (x_n - x_n^{-1})) \right) \]  

(8)

where \( x_n \equiv f(x_{n-1}, u_n, \theta) \), and \( \Sigma_{x_n} \in \mathbb{R}^{n_x \times n_x} \) is the covariance matrix of the model error \( v_n \). Observe that the state transition equation, as defined in Eq. (8), satisfies the Markov property [48], i.e., the modeled process is conditionally dependent on the past sequence only through the last state. Thus the proposed state transition equation describes a Markovian process of order one.

As discussed in Section 2, the progression of damage is studied in this paper by focusing on the matrix-cracks density \( p_n \), and the normalized effective stiffness \( D_n = E^p / E_n \), so that the following joint state transition equation of two components \( g = (g_1, g_2) \in \mathbb{R}^2 \) is defined, as follows:

\[ x_{1,n} = p_n = g_1(p_{n-1}, u_n, \theta) + v_{1,n} \]  

(eq. 6)

(9a)

\[ x_{2,n} = D_n = g_2(p_n, u_n, \theta) + v_{2,n} \]  

(eq. 1)

(9b)

where \( x_n = (x_{1,n}, x_{2,n}) \in \mathbb{R}^2 \) is the system response at time \( n \in \mathbb{N} \). Subscripts 1 and 2 correspond to the damage subsystems, namely, matrix-crack density and normalized effective stiffness, respectively. The vector \( v_n = (v_{1,n}, v_{2,n}) \in \mathbb{R}^2 \) corresponds to the model error of the overall system. A key concept here is the consideration of model errors \( v_{1,n} \) and \( v_{2,n} \) as stochastically independent, even though the models corresponding to the damage subsystems, \( g_1 \) and \( g_2 \), are mathematically related, as shown in Section 2. It follows that the covariance operator \( \Sigma_{v_n} \) is a diagonal matrix, i.e.

\[ \Sigma_{v_n} = \text{diag}(\sigma_{v_{1,n}}^2, \sigma_{v_{2,n}}^2) \],

where \( \sigma_{v_{1,n}} \) and \( \sigma_{v_{2,n}} \) are the corresponding standard deviations of model errors \( v_{1,n} \) and \( v_{2,n} \), respectively. Therefore, the state transition equation of the overall system, as defined in Eq. (8), can be readily expressed as a product of univariate Gaussians, as

\[ p(x_n | x_{n-1}, \theta) = p(D_n | p_n, \theta) p(p_n | p_{n-1}, \theta) \]  

(10)

where

\[ p(p_n | p_{n-1}, \theta) = \frac{1}{\sqrt{2\pi \sigma_{v_{1,n}}}} \exp \left( -\frac{(p_n - g_1(p_{n-1}, \theta))^2}{2\sigma_{v_{1,n}}^2} \right) \]  

(11a)

\[ p(D_n | p_n, \theta) = \frac{1}{\sqrt{2\pi \sigma_{v_{2,n}}}} \exp \left( -\frac{(D_n - g_2(p_n, \theta))^2}{2\sigma_{v_{2,n}}^2} \right) \]  

(11b)

Let us now suppose that the system response can be measured during operation and that, at a certain fatigue cycle \( n \), the measured system response can be expressed as a function of the latent damage state \( x_n \), as follows:

\[ y_n = x_n + w_n \]  

(12)

where \( y_n = (y_{1,n}, y_{2,n}) \equiv (\rho_n, D_n) \in \mathbb{R}^2 \) are the measurements of both, matrix-cracks density and normalized effective stiffness respectively, and \( w_n = (w_{1,n}, w_{2,n}) \in \mathbb{R}^2 \) is the vector of measurement errors. As stated before, the PMIE is used to choose \( w_n \) as a zero mean Gaussian PDF with covariance matrix \( \Sigma_{w_n} \). Thus, the measurement equation defined in Eq. (12) can be expressed in probabilistic terms as

\[ p(y_n | x_n, \theta) = \left((2\pi)^{n_y} | \Sigma_{w_n}^{-1} \right)^{-1/2} \exp \left( -\frac{1}{2} (y_n - x_n^{-1} \Sigma_{w_n}^{-1} (y_n - x_n^{-1})) \right) \]  

(13)

Since the measurements of each subsystem (micro-cracks and effective stiffness) are considered as stochastically independent, then \( \Sigma_{w_n} = \text{diag}(\sigma_{w_{1,n}}^2, \sigma_{w_{2,n}}^2) \), being \( \sigma_{w_{1,n}} \) and \( \sigma_{w_{2,n}} \) the standard deviation of the corresponding measurement errors \( w_{1,n} \) and \( w_{2,n} \), respectively. Thus, Eq. (12) can be readily expressed as

\[ p(y_n | x_n, \theta) = p(\rho_n | \rho_{n}) p(D_n | D_{n}) \]  

(14)

where

\[ p(\rho_n | \rho_{n}) = \frac{1}{\sqrt{2\pi \sigma_{w_{1,n}}}} \exp \left( -\frac{(\rho_n - \rho_{n})^2}{2\sigma_{w_{1,n}}^2} \right) \]  

(15a)

\[ p(D_n | D_{n}) = \frac{1}{\sqrt{2\pi \sigma_{w_{2,n}}}} \exp \left( -\frac{(D_n - D_{n})^2}{2\sigma_{w_{2,n}}^2} \right) \]  

(15b)

The PDFs for the state transition equation and the measurement equation defined in Eqs. (10)–(14) provide a complete statistical description of the system being modeled.

Finally, the set of uncertain model parameters \( \theta \) is selected among the complete set of mechanical and fitting parameters describing Eqs. (1)–(6) (see Table 2) through a global sensitivity analysis [49]. The set of mechanical parameters \( \{E_1, E_2, \tau\} \) together with the Paris’ Law’s fitting parameter \( \alpha \) emerged as sensitive parameters to the model output uncertainty [41], so that they are selected for sequential updating as shown below. Further, the standard deviations of the model errors \( v_{1,n} \) and \( v_{2,n} \) are added as candidates for updating since they are uncertain a priori, thereby resulting in the model parameter vector: \( \theta = (\alpha, E_1, E_2, \tau, \sigma_{v_{1,n}}, \sigma_{v_{2,n}}) \in \mathbb{R}^6 \).

3.2. Sequential state estimation

The aim of sequential state estimation is to recursively estimate the posterior joint PDF of the latent damage state \( x_n = (p_n, D_n) \) along with model parameters \( \theta \), at every time \( n \) a new measurement is available. To this end, an augmented state \( z_n = [x_n, \theta] \) is defined in the joint state–parameter space \( z \subset \mathbb{R}^{n_x + n_\theta} \), representing the overall system response including model parameters. Thus, given a sequence of measurements up to time \( n \), \( y_{0:n} \equiv (y_0, y_1, \ldots, y_{n-1}, y_n) \), the goal is to estimate the probability of the up-to-date sequence of damage states of the system \( z_{0:n} \equiv (z_0, z_1, \ldots, z_{n-1}, z_n) \) through the conditional PDF \( p(z_{0:n} | y_{0:n}) \). This is accomplished by Bayes’ Theorem, as follows:

\[ p(z_{0:n} | y_{0:n}) = \int_z p(y_n | z_n)p(z_{0:n-1} | y_{0:n-1}) dz_{0:n} \]
In Eq. (16), it is assumed that \( p(y_n | z_0, ..., y_{n-1}) = p(y_n | z_0) \) and that \( p(z_n | z_{n-1}, ..., y_{n-1}) = p(z_n | z_{n-1}) \), based on the definition of the measurement equation (Eq. (12)) and the Markovian property of the state transition equation, respectively. It is also assumed that the initial damage state \( z_0 \) is known in advance, hence \( p(z_0) = p(z_0) \) (note that \( z_0 \) is not a measurement), being \( p(z_0) = p(x_0 | \theta) \) the prior PDF of the system state. A key problem that typically arises when sequentially updating the state sequence \( z_0, ..., z_n \) as an augmented state is the non-dynamics nature of \( \theta \), which makes it difficult to obtain the PDF \( p(\theta | \mathbf{z}_{n-1}) \) in Eq. (16), and therefore, to explore the space of parameters \( \Theta \). A common solution is to add an independent random perturbation \( \xi_n \) to the set of updated parameters at time \( n - 1 \) before evolving to the next predicted state at time \( n \), i.e., \( \theta_n = \theta_{n-1} + \xi_n \). It induces a Markovian-type artificial dynamics \( \{\xi_n\}^{\infty}_{n=1} \) to model parameters, whereby the PDF \( p(\theta_n | \mathbf{z}_{n-1}) \) is prescribed. For example, if \( \xi_n \) is assumed to be modeled as a zero-mean Gaussian, then the required PDF \( p(\theta_n | \mathbf{z}_{n-1}) \) is obtained as

\[
p(\theta_n | \mathbf{z}_{n-1}) = \mathcal{N}(\theta_{n-1}, \Sigma_{\xi_n})
\]

where \( \Sigma_{\xi_n} \in \mathbb{R}^{n_{\theta} \times n_{\theta}} \) is the covariance matrix of the random walk which, in this work, is specified as \( \Sigma_{\xi_n} = \text{diag}(\sigma^2_{\xi_{n,1}}, ..., \sigma^2_{\xi_{n,n_{\theta}}}) \), i.e., each individual component of \( \theta \) performs an independent random walk, being \( \sigma^2_{\xi_{n,i}} \) the variance of the random walk of \( \theta_{n,i} \), the \( i \)th component of the parameter vector \( \theta \). Observe that by this method, the model parameters are virtually time-evolving although they are essentially not dependent on time. In addition, note that such time-dependence imposes a loss of information in \( \theta \) over time (e.g., larger spread in \( p(\theta_n | \mathbf{z}_{n-1}) \)) since additional uncertainties are artificially added to model parameters, which ultimately influences the precision of the state estimation. Several methods have been proposed in the literature to overcome this drawback, with the most popular being those that impose a shrinkage over \( \Sigma_{\xi_n} \) as long as new data are collected [50]. An efficient method of this class has been recently proposed by Dalgie and Goebel [51], which consists in modifying the variances \( \sigma^2_{\xi_{n,j}} \), \( j = 1, ..., n_{\theta} \) by adding a negative scalar proportional to the relative distance between the actual and the target spread of the marginal posterior \( p(\theta_n | y_{n,n}) \), as follows:

\[
\sigma^2_{\xi_{n,j}} = \sigma^2_{\xi_{n,j-1}} \left( 1 - p^f_j \frac{\text{RMAD}(\theta_{n,j}) - \text{RMAD}^p_j}{\text{RMAD}(\theta_{n,j})} \right)
\]

where \( \text{RMAD}(\theta_{n,j}) \) is the relative median absolute deviation of \( p(\theta_n | y_{n,n}) \), \( \text{RMAD}^p_j \) is the target RMAD for \( p(\theta_n | y_{n,n}) \), and \( p^f_j \in [0, 1] \) is a scaling constant that tunes the speed of convergence to \( \text{RMAD}^p_j \). In [51], a comprehensive discussion about the optimal choice for \( p^f_j \) and \( \text{RMAD}^p_j \) is found. The term \( \text{RMAD}(\theta_{n,j}) \) can be readily calculated based on samples from the marginal posterior \( p(\theta_n | y_{0,n}) \), as follows:

\[
p(\theta_{n,j} | y_{0,n}) \propto \prod_{i=1}^{K} \frac{1}{\text{median} \left( \left| \hat{\theta}_{n,j}^{(k)} - \text{median}(\hat{\theta}_{n,j}) \right| \right)_{k=1}^{K}} \]

where \( \hat{\theta}_{n,j} = \left\{ \hat{\theta}_{n,j}^{(1)}, ..., \hat{\theta}_{n,j}^{(K)} \right\} \) is a set of \( K \) samples from \( p(\theta_{n,j} | y_{0,n}) \). The adopted method for sequential parameter updating is summarized within Algorithm 1 below.

### 3.3. Particle filters for joint state and parameter estimation

The sequential state estimation methodology presented before requires the evaluation of multi-dimensional integrals of the type occurring in Eq. (16), which are usually intractable except some special cases using linear models and Gaussian uncertainties [23]. An alternative for the general case of both non-linear and non-Gaussian state–space models is by the use of particle methods [46], a set of sequential Monte Carlo methods which provide samples approximately distributed according to the posterior PDF \( p(z_0, ..., z_n | y_0, ..., y_n) \) with a feasible computational cost. Particle filters (PF) [22,23] is one of the most common techniques among particle methods. With PF, a set of \( N \) samples or particles \( \{z^{(i)}_n\}_{i=1}^{N} \) with associated set of weights \( \{\omega^{(i)}_n\}_{i=1}^{N} \) are used to obtain an approximation for the required posterior PDF of the damage state, as

\[
p(z_0, ..., z_n | y_0, ..., y_n) \approx \sum_{i=1}^{N} \omega^{(i)}_n \delta(z_n - z^{(i)}_n)
\]

where \( \delta \) is the Dirac delta. Given that the posterior density is seldom known exactly, it is not possible to obtain samples from it directly. For this reason, a sequential importance sampling (SIS) approach is adopted to straightforwardly generate samples from an importance density \( q(z_0, ..., z_n | y_0, ..., y_n) \). Thus, to compensate for the difference between the importance density and the true posterior density, the unnormalized weights are computed as follows:

\[
\hat{\omega}^{(i)}_n = \frac{p(z^{(i)}_n | y_{0,n})}{q(z^{(i)}_n | y_{0,n})}
\]

where \( \hat{\omega}^{(i)}_n = \omega^{(i)}_n / \sum_{i=1}^{N} \omega^{(i)}_n \). For practical reasons, the importance density is conveniently chosen as \( q(z_0, ..., z_n | y_0, ..., y_n) = q(z_0 | y_0) q(z_{n-1} | y_{n-1}) q(z_n | z_{n-1}, y_n) \) [23]. Then, by substituting Eq. (16) into Eq. (22), the unnormalized importance weight for the \( i \)th particle at time \( n \) can be rewritten as

\[
\hat{\omega}^{(i)}_n = \frac{p(z^{(i)}_n | y_{0,n}) p(z^{(i)}_n | z^{(i)}_{n-1}) p(y_n | z^{(i)}_n)}{q(z^{(i)}_n | y_{0,n}) q(z^{(i)}_n | z^{(i)}_{n-1})}
\]

Typically, the PDF \( q(z_n | z_{n-1}) \) in Eq. (23) is chosen to coincide with the state transition equation \( p(z_n | z_{n-1}) \) since it is easy to evaluate [22,52]. By means of this, Eq. (23) simplifies to

\[
\hat{\omega}^{(i)}_n \propto \omega^{(i)}_{n-1} p(y_n | z^{(i)}_n)
\]

and the resulting algorithm is called bootstrap filter [22]. This is the algorithm adopted for the research in the present paper.

When particularizing to the fatigue problem investigated here, the data \( y_{0,n} \) are compounded by simultaneous measurements of both, micro-cracks density and normalized effective stiffness. Thus, by substituting Eq. (14) into 24, the formula for updating the particle weights leads to the next expression:

\[
\hat{\omega}^{(i)}_n \propto \omega^{(i)}_{n-1} p(\hat{\rho}_n | p^{(i)}_n) p(\hat{D}_n | D^{(i)}_n)
\]

A pseudocode implementation for the PF is provided as Algorithm...
1. Observe that a systematic resampling step is implemented in Algorithm 1 to avoid the well-known drawback of weight degeneracy. During the resampling, particles are either dropped or reproduced that may result in a loss of diversity of the particles [23]. If necessary, a control step on this degeneracy by using the effective sample size (ESS) [53] may be incorporated before the resampling step.

**Algorithm 1.** SIS particle filter with parameter adaptation.

**inputs:**
- $N_i$, [number of particles per time step]
- $N_t$, [threshold of effective sample size (ESS)]
- $K$, [number of samples for RMAD calculation [51] for jth component of $\theta$]
- $RMA_D^j$, [target RMAD for jth component of $\theta$]
- $p^j$, [to control speed of convergence to $RMA_D^j$]

**Algorithm:**

Initialize $\left[ (\theta^{(3)}_0, x^{(3)}_0), \ldots, (\theta^{(N)}_0, x^{(N)}_0) \right]$, where 
$$(\theta^{(i)}_0, x^{(i)}_0) \sim p(\theta|x_0|\theta)$$
Assign the initial weights: $w^{(i)}_0 = 1/N_i$, $n = 1$
At $n \geq 1$ (time $n$ evolves as new SHM data arrive)
for $i = 1$ to $N$
Sample from Eq. (18): $\theta^{(i)}_n \sim p(\cdot|\theta^{(i)}_n-1)$
Sample from Eq. (11a): $z^{(i)}_n \sim p(\cdot|\rho^{(i)}_n-1, \theta^{(i)}_n)$
Sample from Eq. (11a): $\theta^{(i)}_{n+1} \sim p(\cdot|\rho^{(i)}_n, \theta^{(i)}_n)$
Set $z^{(i)}_n = (p^{(i)}_n, \theta^{(i)}_n)$ and $z^{(i)}_{n+1} = (z^{(i)}_n, \theta^{(i)}_{n+1})$
Update weights according to Eq. (25): $w^{(i)}_n = w^{(i)}_{n-1}p(y_n|z^{(i)}_n)$
end for
for $i = 1$ to $N$
Normalize weights $w^{(i)}_n = \frac{w^{(i)}_n}{\sum_{j=1}^{N} w^{(j)}_n}$
end for
for $j = 1$ to $n_0$
Sample $h^{(j)}_n, k^{(j)}_n \sim p(h_n|y_{0:n})$\footnote{Note that last equation cannot be solved analytically, however it can be sampled by drawing one conditional sample sequence $z^{(i)}_n = \frac{z^{(i)}_n}{\sum_{j=1}^{N} \tilde{z}^{(j)}_{n+1}}$ from each of the $N$ multidi-dimensional integrals in Eq. (29), using the conditional sampling methodology explained in the last section. Each of the simulated sequences $z^{(i)}_n$, $i = 1, \ldots, N$ adopts the weight $w^{(i)}_n$ of the corresponding “stem” sample $z^{(i)}_n$, therefore an approximation of the $\ell$-step predictive pdf can be obtained as}
Resampling of $N$ particles according to weights $w^{(i)}_n, i = 1, \ldots, N$.
Set $w^{(i)}_n = 1/N, i = 1, \ldots, N$
end if

It should be noted that when data are available over a set of non-regularly scheduled cycles $\{n, n+k, \ldots, n+\ell \} \in \mathbb{N}$, with $\ell > k+1$, $k > 1$, samples from the state transition equation $p(z_{n+1} | z_n)$ cannot be directly drawn. This is due to the one-step description of the matrix-cracks evolution model, as observed in Eq. (9a). To overcome this drawback, which is usual in fatigue testing, the Total Probability Theorem can be applied to bridge the missing damage path growth between two non-subsequent measurements. For example, for general cycles $n$ and $n+\ell$, with $\ell \in \mathbb{N} \geq 1$, the PDF $p(z_{n+\ell} | z_n)$ for the $\ell$-step-ahead damage states can be obtained as

$$p(z_{n+\ell} | z_n) = \int_{z_n} p(z_{n+\ell} | z_{n+1}, n+1, \ldots, n+\ell-1, z_n) p(z_{n+1} | z_{n+1-1} | z_n) \, dz_{n+1-1} \ldots dz_{n+\ell-1}$$

(26)

where $z_{n+1-1} = \{z_{n+1}, z_{n+2}, \ldots, z_{n+\ell-1}\} \in \mathbb{Z}$ is the sequence of missing states between the measuring times $n$ and $n+\ell$. Making use of the Markov property of state transition equation, Eq. (26) can be rewritten as follows:

$$p(z_{n+\ell} | z_n) = \int_{z_n} \prod_{t=n+1}^{n+\ell} p(z_t | z_{t-1}) \, dz_{n+\ell-1}$$

(27)

To numerically solve this multi-dimensional integral, an approximation can be readily obtained by conditional sampling, using recursively the one-step transition equation as defined in 10, i.e., first sample $z^{(i)}_n$ using the aforementioned one-step transition equation conditional on the initial damage state $z_n$, i.e., $z^{(i)}_{n+1} \sim p(\cdot|z_n)$; then sample the succeeding state conditional on the previous sample, i.e., $z^{(i)}_{n+2} \sim p(\cdot|z^{(i)}_{n+1})$; finally, repeat the same process until the target time $n + \ell$ is reached.

3.4. Future state prediction

Having estimated the probability distribution of the current damage state at the time of prediction $n$, the next step for prognostics is to predict the distribution of future states of the system $\ell$-steps forward in time in the absence of new observation, i.e., $p(z_{n+\ell} | y_{0:n})$, with $\ell > 1$. This distribution can be obtained by the Total Probability Theorem as

$$p(z_{n+\ell} | y_{0:n}) = \int_{z_n} p(z_{n+\ell} | z_{n+\ell-1}, y_{0:n}) p(z_{n+\ell-1} | y_{0:n}) \, dz_{n+\ell-1}$$

(28)

where $p(z_{n} | y_{0:n})$ is the up-to-date information about the system at time $n$, and $p(z_{n+\ell} | y_{0:n})$, with $t > n$, is the state transition equation which represents the future behavior of the system. It is important to remark here that, for simplicity but without loss of generality, input parameters $u_n$ (e.g., loads, environmental conditions, etc.) are assumed to be known in advance and they are dropped from the formulation. Replacing $p(z_{n+\ell} | y_{0:n})$ in Eq. (28) by its particle-filter approximation (Eq. (21)), a particle estimation of the predictive PDF $p(z_{n+\ell} | y_{0:n})$ can be obtained as

$$p(z_{n+\ell} | y_{0:n}) \approx \int_{z_n} \prod_{t=n+1}^{n+\ell} p(z_t | z_{t-1}) \sum_{i=1}^{N} \omega_t^{(i)} \delta(z_{n+\ell} - z^{(i)}_{n+\ell}) \, dz_{n+\ell-1}$$

(29)

Note that last equation cannot be solved analytically, however it can be sampled by drawing one conditional sample sequence $z^{(i)}_{n+1-1} = \{z^{(i)}_{n+1}, z^{(i)}_{n+2}, \ldots, z^{(i)}_{n+\ell}\}$ from each of the $N$ multidimensional integrals in Eq. (29), using the conditional sampling methodology explained in the last section. Each of the simulated sequences $z^{(i)}_{n+1-1}, i = 1, \ldots, N$ adopts the weight $w^{(i)}_n$ of the corresponding “stem” sample $z^{(i)}_n$, therefore an approximation of the $\ell$-step predictive ahead pdf can be obtained as

$$p(z_{n+\ell} | y_{0:n}) \approx \sum_{i=1}^{N} \omega_t^{(i)} \delta(z_{n+\ell} - z^{(i)}_{n+\ell})$$

(30)
4. Condition-based prediction of reliability

Reliability is a probabilistic metric that provides information about the system performance in relation to a predefined limit state or threshold function. When the states of the system under study are time-dependent, as in the case of fatigue degradation in composite materials, then the reliability calculation may depend upon the health state of the system at a generic time instant, leading to the concept of time-dependent reliability [30,54,55]. In this context, it is possible to formulate the problem of $\varepsilon$-step-ahead prediction of reliability, denoted here as $R_{n+\varepsilon|n}$, using the most up-to-date information about the system at time $n$. It is further shown in this section that the predicted time-dependent reliability also serves to derive a cumulative distribution function (CDF) of the RUL in a straightforward manner.

4.1. Time-dependent reliability

Let us define the useful domain $\mathcal{U} \subset Z$ as the non-empty subset of authorized states of the system, and the complementary subset $\bar{\mathcal{U}} = Z \setminus \mathcal{U}$, as the subset of states where the system behavior becomes unacceptable, or simply, where system failure occurs. Then, the time-dependent reliability can be defined as the probability of the system to belong to the useful domain $\mathcal{U}$ at general time $n+\varepsilon$, based on updated information about the system states at cycle $n$. In mathematical terms

$$R_{n+\varepsilon|n} = P(\mathbf{z}_n+\varepsilon \in \mathcal{U}|\mathbf{y}_{0n}) = \int_{\mathcal{U}} p(\mathbf{z}_n+\varepsilon|\mathbf{y}_{0n}) \, d\mathbf{z}_n+\varepsilon$$

(31)

where $p(\mathbf{z}_{n+\varepsilon}|\mathbf{y}_{0n})$ is the $\varepsilon$-step ahead predictive PDF of the system, as defined in Eq. (28). The last probability integral, defined over the useful domain $\mathcal{U}$, can be redefined over the complete $Z$-space by introducing an indicator function $\mathbb{I}_\mathcal{U}(z)$, as follows:

$$R_{n+\varepsilon|n} = \int_{Z} \mathbb{I}_\mathcal{U}(\mathbf{z}_n+\varepsilon|\mathbf{y}_{0n}) \, d\mathbf{z}_n+\varepsilon$$

(32)

where $\mathbb{I}_\mathcal{U}(z) : Z \rightarrow \{0,1\}$ maps a given point in the joint state-parameter space $z$ to the Boolean domain $\{0,1\}$, such that

$$\mathbb{I}_\mathcal{U}(z) = \begin{cases} 1 & \text{if } z \in \mathcal{U} \\ 0 & \text{if } z \in \bar{\mathcal{U}} \end{cases}$$

(33)

By replacing $p(\mathbf{z}_{n+\varepsilon}|\mathbf{y}_{0n})$ by its future estimate given by Eq. (30), an estimate of the integral in Eq. (32) can be obtained as

$$R_{n+\varepsilon|n} \approx \int_{Z} \mathbb{I}_\mathcal{U}(\mathbf{z}_n+\varepsilon) \left[ \sum_{i=1}^{N} a_{n}^{(i)} \mathcal{N}(\mathbf{z}_{n+\varepsilon} - \mathbf{z}_{n+\varepsilon}^{(i)}) \right] \, d\mathbf{z}_n+\varepsilon$$

$$= \sum_{i=1}^{N} a_{n}^{(i)} \mathcal{N}(\mathbf{z}_{n+\varepsilon}^{(i)})$$

(34)

From the last equation, it is shown that the $\varepsilon$-step ahead predicted reliability of the system can be readily approximated as the sum of the weights of the subset of particles that satisfy $\mathbb{I}_\mathcal{U}(\mathbf{z}_{n+\varepsilon}^{(i)}) = 1$, i.e., those that lie within the useful domain at time $n+\varepsilon$. By evaluating Eq. (34) for different values $\varepsilon \geq 1$, a time dependent function definition is obtained. Note that, as a particular case of the time-dependent reliability, an estimation of the updated reliability $R_{n|n}$ can be obtained at time $n$ (when the last SHM measurement is available) as

$$R_{n|n} = \sum_{i=1}^{N} a_{n}^{(i)} \mathcal{N}(\mathbf{z}_{n}^{(i)})$$

(35)

where $\mathbf{z}_{n}^{(i)}, a_{n}^{(i)} i = 1, N$ is a set of $N$ discrete samples to approximate the PDF $p(\mathbf{z}_n|\mathbf{y}_{0n})$.

4.2. Calculation of RUL based on time-dependent reliability

Once the problem of future state prediction has been assessed and the time-dependent reliability of the system has been derived, the next natural step for prognostics is to estimate the remaining useful life of the engineering component/system; i.e., to estimate the minimum time $\varepsilon$ when the predicted state is expected to lie within the failure domain $\bar{\mathcal{U}}$. In mathematical terms

$$\text{RUL}_n = \inf \{ \varepsilon \in \mathbb{N} : \mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}} \}$$

(36)

In the context of the fatigue problem investigated in this paper, the RUL corresponds to the minimum amount of prospective fatigue cycles starting from $n$, such that damage (matrix-cracks or stiffness loss) goes beyond a predefined damage threshold, that is defined as the boundary of the useful domain $\mathcal{U}$. Observe that, based on the definition in Eq. (36), it is clear that the proposition $[\text{RUL}_n \leq \varepsilon]$ implies the proposition $[\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}}]$ and vice versa, i.e., $[\text{RUL}_n \leq \varepsilon] \iff [\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}}]$. However, it is necessary to further explore the correspondence between both propositions in terms of probability, which would allow us a direct connection between the RUL and time dependent reliability. In the next subsection, the equivalence between $P(\text{RUL}_n \leq \varepsilon | \mathbf{y}_{0n})$ and $P(\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}} | \mathbf{y}_{0n})$ is derived and examined under the axioms of Probability Logic [31,32].

4.2.1. Derivation of probability of RUL from probability logic

In Probability Logic, $P(b|a)$ is interpreted as the degree of plausibility of proposition $b$ based on the information given by proposition $a$ [32]. In other words, given the proposition $a$, then proposition $b$ holds with probability $P(b|a)$. In the specific situation when then proposition $b$ gives complete information about $a$, i.e., $b \Rightarrow a$, then $P(a|b) = 1$. In contrary, when $b$ implies not $a$, then $P(a|b) = 0$. Four axioms are defined in Probability Logic:

$$P(b|a) \geq 0$$

(37a)

$$P(b|a) + P(\neg b|a) = 1$$

(37b)

$$P(b|b \&a) = 1$$

(37c)

$$P(c \&b|a) = P(c|b \&a)P(b|a)$$

(37d)

where $\neg b$ reads “not $b$” and $a \& b$ reads “$a$ and $b$”. From these axioms, the property $P(b|a) \leq 1$ is obtained, which can be readily derived from axioms (37a) and (37b).

Let us now suppose that proposition $a$ represents the data $\mathbf{y}_{0n}$, $b$ represents $[\text{RUL}_n \leq \varepsilon]$, and $c$ represents $[\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}}]$. As evident from the definition in Eq. (36), the proposition $[\text{RUL}_n \leq \varepsilon]$, implies the proposition $[\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}}]$ and vice versa, i.e., $b \iff c$. Next, from axiom (37d):

$$P(b \&c|a) = P(b|c \&a)P(c|a)$$

(38a)

$$P(b|c \&a) = P(c|b \&a)P(b|a)$$

(38b)

where the equivalence $c \equiv (b \iff c)$ & $a$ is used in Eq. (38b). Thus $P(b\&c|a) = P(c|a)$ and also $P(b|c \&a) = P(b|a)$, based on the correspondence $b \iff c$. The latter formally proves the following equality in terms of probabilities:

$$P(\text{RUL}_n \leq \varepsilon | \mathbf{y}_{0n}) = P(\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}} | \mathbf{y}_{0n})$$

4.3. Prognostics based on time-dependent reliability

The reasoning given above allows us to establish a rational connection between the RUL as a probability and the time-dependent reliability, provided that the events $[\mathbf{z}_{n+\varepsilon} \in \bar{\mathcal{U}}]$ and $[\text{RUL}_n \leq \varepsilon]$ occur with the same probability; hence the following identity
evaluating Eq. (40) for different values of $i$ can be approximated using Eq. (34) as

$$P(RUL_n + i) = P(z_{n+i} \in U|y_{0:n}) = 1 - P(z_{n+i} \in \overline{U}|y_{0:n}) = 1 - R_{n+i}$$

(39)

which makes use of the definition of time-dependent reliability given in Eq. (31). In the last equation, $F_{RUL}(\ell)$ denotes the CDF of the random variable $\ell \in N$. Thus, the probability $P(RUL_n \leq \ell | y_{0:n})$ can be approximated using Eq. (34) as

$$P(RUL_n \leq \ell | y_{0:n}) \approx 1 - \sum_{i=1}^{N} N \delta_{i} \delta_{n+i} \oplus 1$$

(40)

Note that it is possible to compute the entire CDF of $RUL_n$ by evaluating Eq. (40) for different values of $i \geq 1$ until the value $R_{n+i} = 0$ is reached, which leads to $F_{RUL}(\ell) = 1$. See Fig. 2 for a scheme of the proposed reliability-based prognostics framework. The calculation of the time-dependent reliability can be updated each time $n$ new data are collected. The outcomes of these steps are conceptually illustrated in Fig. 3. Observe that the reliability-based prognostics methodology presented here is general enough and can include the effect of other damage modes (other than $\rho$ and $D$) at different scales (ply, laminate, structure) by just considering them into the definition of the damage state $Z \in Z$ for the stochastic system modeling, as explained in Section 3.1.

5. Case study

The proposed framework is applied to fatigue cycling data obtained from a set of run-to-failure fatigue experiments in cross-ply graphite-epoxy laminates. Torayca T700G unidirectional pre-impregnated (commonly known as prepreg) material was used for 15.24 cm $\times$ 25.4 cm coupons with dogbone geometry and $[0_2/90_4]$ stacking sequence. A notch (5.1 mm $\times$ 19.3 mm) was created in these coupons to induce damage modes other than matrix-cracks, such as delamination, thereby introducing additional sources of uncertainty and then demonstrating the proposed framework under more realistic conditions. The main mechanical properties of such coupons are listed in Table 2.

The tests were conducted under load-controlled tension–tension cyclic loading with a maximum applied load of 31.13 (KN), a frequency $f = 5$ (Hz), and a stress ratio $R = 0.14$ (relation between the minimum and maximum stress for each cycle). Monitoring data were collected from a network of 12 piezoelectric (PZT) sensors using Lamb wave signals and three triaxial strain-gages. Both micro-crack density and stiffness reduction data were considered as NDE measurements during the fatigue test. The mapping between PZT raw data and micro-cracks density was done following the methodology proposed in [56]. More details about these tests are reported in [33,57]. Damage data used in this example correspond to laminate L1S19 in [33] (see a summary in Table 1). Fig. 4 provides a schematic view of the experimental set-up.

Results for sequential state estimation along with multi-step ahead prediction for both micro-cracks density and normalized
using the methodology described in Section 4.1. The results are presented for micro-cracks density ($\rho_o$) and normalized effective stiffness ($D_n$).

<table>
<thead>
<tr>
<th>Fatigue cycles, n</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
<th>$2 \cdot 10^4$</th>
<th>$3 \cdot 10^4$</th>
<th>$4 \cdot 10^4$</th>
<th>$5 \cdot 10^4$</th>
<th>$6 \cdot 10^4$</th>
<th>$7 \cdot 10^4$</th>
<th>$8 \cdot 10^4$</th>
<th>$9 \cdot 10^4$</th>
<th>$10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_o$ [# cracks/m]</td>
<td>98.2</td>
<td>111.0</td>
<td>117.4</td>
<td>208.5</td>
<td>269.6</td>
<td>305.0</td>
<td>355.5</td>
<td>396.4</td>
<td>402.3</td>
<td>407.0</td>
<td>418.5</td>
<td>424.5</td>
</tr>
<tr>
<td>$D_n$</td>
<td>0.954</td>
<td>0.939</td>
<td>0.930</td>
<td>0.924</td>
<td>0.902</td>
<td>0.899</td>
<td>0.888</td>
<td>0.881</td>
<td>0.896</td>
<td>0.872</td>
<td>0.877</td>
<td>0.885</td>
</tr>
</tbody>
</table>

Fig. 4. Fatigue experiment for a T700G CFRP [0$_2$/90$_4$]$_s$ laminate. Shown in the left is the in situ set-up of the specimen on the testing machine. Observe the SHM system based on PZT sensors (SMART Layer from Acellent Technologies Inc), which are placed on top and bottom of the specimen. The right panel shows a X-ray image of the specimen after 100 fatigue cycles. The bright white areas denote delaminated interfaces whereas the horizontal white lines are matrix cracks.

effective stiffness are presented for three different time instants (cycles) in Fig. 5. Note that at the beginning of each plot (left side before the multi-step ahead prediction) the collected data up to cycle $n$, $n = \{1, 4, 8\} \times 10^4$, are represented along with the sequence of filtered states, which are estimated using Algorithm 1 with $N=5000$ particles. For this case study, the systematic importance resampling (SIR) variant of the SIS algorithm is adopted, whereby the resampling step is run every time new data are collected. Damage states are initialized at $x_0 = \langle \rho_0, D_0 \rangle$, being $\rho_0 = 0.1$ (cracks/mm) and $D_0 = 1$ (dimensionless).

The standard deviation of the measurement error parameters are set to $\sigma_{\rho_{11}} = 0.05$ (cracks/mm) and $\sigma_{\rho_{22}} = 0.01$, taking them as known. The scaling variables RMAD$^\rho$ and P$^\rho$ are fixed to $0.3 \cdot$ RMAD$\rho$ and 0.001 respectively, where RMAD$\rho$ is calculated according to Eq. (20) using samples from the marginal prior PDF $p(\theta_{j})$, $j = 1, \ldots, 6$. The chosen prior PDFs for model parameters $\theta = \{\theta_1, \theta_2, \ldots, \theta_6\}$ are specified in Table 2. The diagonal elements $\sigma_{\theta_{ij}}$ of the covariance matrix $\Sigma_{\theta_{\theta}}$ (recall Eq. (18)) are appropriately selected through initial test runs and set to 0.5% of the 5th–95th inter percentile range of the marginal priors $p(\theta_{j})$, $j = 1, \ldots, 6$. To reveal the uncertainty reduction in model parameters $\theta$, the posterior mean of the $j$th component is plotted against cycles in Fig. 6 for $j = 1, \ldots, 6$, as well as their 25–75%, 5–95% probability bands.

Moreover, time-dependent reliability estimations are obtained using the methodology described in Section 4.1. The results are shown in Fig. 7 for selected cycles $n = \{0.1, 1, 3, 5, 7, 9\} \times 10^4$. For this example, the useful domain is defined by the subset $\mathcal{U} = [\rho, D] = [0.0, 0.418] \times [1.0, 0.88] \subset \mathbb{R}^2$, where $\rho$ is expressed in [cracks/mm] and $D$ is dimensionless. By comparing between consecutive plots in Fig. 7, one can observe that the reliability prediction gradually tends to converge as more SHM data become available.

The RUL calculated from the predicted reliability is shown in Fig. 8, where two cones of accuracy at 10% and 20% of the true RUL (denoted as RUL*) are drawn to help evaluating the prediction accuracy and precision [58].

Observe that the RUL prediction is appreciably inaccurate for the initial stages of the fatigue process, which suggests that a number of cycles are required for SHM data to train model parameters. From this period, not only the prediction precision clearly improves with time (values closer to RUL* line), but also the prediction spread gradually tends to diminish. Observe also that from cycle $n = 5 \cdot 10^4$, the estimated mean values for the RUL (labeled by the circles in Fig. 8) get higher values with respect to the RUL* line, progressively leaving the accuracy area. However, the median RUL estimates (labeled by the squares) remain within the accuracy region. An explanation for this observation is provided in view of the asymptotic behavior of the damage process for both, micro-cracks density and normalized stiffness decrease, as shown in Fig. 5. Note that from cycle $n = 5 \cdot 10^4$, the model
Fig. 5. Sequential state estimation for matrix micro-cracks density \((\text{cracks/mm})\) and normalized effective stiffness (dimensionless) up to a certain cycle \(n\), where \(n = 1 \times 10^4\) (a & b), \(4 \times 10^4\) (c & d) and \(8 \times 10^4\) (e & f). The multi-step ahead predicted damage states are represented using dashed gray lines for the 5–95% probability bands and solid gray lines for the 25–75% probability bands.

Table 2

Nominal values and prior uncertainty of model parameters used in calculations. The rest of parameters in damage mechanics models (Eq. (1)–(6)) are obtained using the classical laminate theory [60] and the relations given in Appendix A. The nominal values for fitting parameters have been defined through initial fitting tests.

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Nominal value</th>
<th>Units</th>
<th>Prior PDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical</td>
<td>(E_1(\theta_1))</td>
<td>127.55 (\times 10^9)</td>
<td>Pa</td>
<td>(\mathcal{N}(\ln(127.55 \times 10^9), 0.1))</td>
</tr>
<tr>
<td></td>
<td>(E_2(\theta_1))</td>
<td>(8.41 \times 10^9)</td>
<td>Pa</td>
<td>(\mathcal{N}(\ln(8.41 \times 10^9), 0.1))</td>
</tr>
<tr>
<td></td>
<td>(t(\theta_1))</td>
<td>(1.5 \times 10^{-4})</td>
<td>m</td>
<td>(\mathcal{N}(\ln(1.5 \times 10^{-4}), 0.1))</td>
</tr>
<tr>
<td></td>
<td>(G_{12})</td>
<td>6.20 (\times 10^9)</td>
<td>Pa</td>
<td>Not applicable</td>
</tr>
<tr>
<td></td>
<td>(G_{23})</td>
<td>(2.82 \times 10^9)</td>
<td>Pa</td>
<td>Not applicable</td>
</tr>
<tr>
<td></td>
<td>(\alpha(\theta_2))</td>
<td>1.80</td>
<td>–</td>
<td>(\mathcal{N}(\ln(1.80), 0.2))</td>
</tr>
<tr>
<td></td>
<td>(A)</td>
<td>(1 \times 10^{-4})</td>
<td>–</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Errors</td>
<td>(\sigma_v(\theta_3))</td>
<td>–</td>
<td>#cracks/m cycle</td>
<td>(\mathcal{U}(0.5, 1.5))</td>
</tr>
<tr>
<td></td>
<td>(\sigma_v(\theta_6))</td>
<td>–</td>
<td>–</td>
<td>(\mathcal{U}(0.001, 0.003))</td>
</tr>
</tbody>
</table>
produces a large amount of predicted samples that already lie within the failure domain $\mathcal{U}$ at time of prediction $n$. This leads to an increasing density of predicted $\text{RUL}_n$ concentrated at cycle $n$, in addition to a distributional tail of $\text{RUL}_n$ corresponding to those particles that have not reached the failure region at cycle $n$. These particles hit the failure threshold at cycles much higher than $n$, as a consequence of the asymptotic damage progression. Thus, the predicted mean values of $\text{RUL}_n$ show a positive shift with respect to the $\text{RUL}_n$ values, whereas the median $\text{RUL}$ estimates remain closer to $\text{RUL}_n$. The last observation is clearly manifested at $n = 9 \cdot 10^4$, which corresponds to the cycle when the measured damage reaches the failure region. Observe in Fig. 8 that the estimation of $\text{RUL}_n$ at $n = 9 \cdot 10^4$ displays an upper distributional tail, that makes sense with the updated reliability value $R_{n|n} = 0.42$ at that cycle, meaning that there is up to a 42% of remaining reliability for cycles $n \geq 9 \cdot 10^4$.

6. Concluding remarks

A prediction methodology based on reliability was proposed to obtain the remaining useful life of composites under fatigue conditions. The remaining useful life was derived from a propagation of the time-dependent reliability. Physics-based models were considered to predict the future evolution of damage, due to the benefits for predicting reliability and $\text{RUL}$. The validity of this framework was demonstrated on SHM data collected from a tension–tension fatigue experiment using a CFRP cross-ply laminate. Reliability, as defined in this work, emerged as a suitable unified system-health indicator for prognostics as it encapsulates information about the system health state while it allows predicting the $\text{RUL}$ of the system.

More research effort is needed to develop more efficient prognostics algorithms to improve the accuracy at the final stage of the
as especially-designed prognostics methodology that accounts for the particularities of the experimental setup. For global axes, that corresponds to the laminate coordinate system \\fi
\end{document}

Acknowledgments

The two first authors would like to thank the Ministry of Education of Spain for the FPU grants AP2009-4641, AP2009-2390 and the Prognostics Center of Excellence at NASA Ames Research Center, which kindly hosted them during the course of this work. Authors would also like to thank the Structures and Composites lab at Stanford University for experimental data and NASA ARMD/AvSafe project SSAT, which provided partial support for this work.

Appendix A. Nomenclature and basic relations

For ply and laminate properties, the nomenclature exposed in Table 3 is adopted in this work. Notice that the subscripts \( \{1, 2, 3\} \) refer to ply properties defined in local axes while the subscripts \( \{x, y, z\} \) refer to sublamine or laminate properties defined in global axes, that corresponds to the laminate coordinate system (see Fig. 1b). The first local direction \( `1` \) coincides with fibers direction at a given ply or lamina (on-axis direction), while directions \( `2`–`3` \) are the in-plane and out-of-plane transverse directions. For global axes, \( `x` \) refers to the fatigue loading direction, while \( `y`–`z` \) refers to the in-plane and out-of-plane transverse directions, respectively. In addition, the superscript \( (\phi) \) denotes “property of the \( [\phi_{xy}^f]^\text{-sublamine} \).

The function \( a \) in Eq. (1) is defined as a function of the laminate and ply properties as follows:

\[
a = \frac{\alpha_{2x}^f t_{90}}{E_1 t_\theta} \left( 1 - \frac{\nu_9^{(xy)} t_{90}}{E_2} \right) \left( \frac{t_\theta}{E_1} \right) \left( 1 - \nu_{12} \frac{t_\theta}{E_1} \right)
\]

where properties with the superscript \( (\phi) \) are referred to the outer \( \left[\phi_{xy}^f\right] \)-sublamine. From the classical theory of laminates [59], these properties can be readily obtained as

\[
\frac{1}{E_x^{(\phi)}} = \frac{m^4}{E_1} + \frac{n^4}{E_2} + \frac{1}{G_{12}} - \frac{\nu_{12}^2}{E_1} \quad \frac{m^2 n^2}{E_1} \]

\[
\frac{1}{E_y^{(\phi)}} = \frac{n^4}{E_1} + \frac{m^4}{E_2} + \frac{1}{G_{12}} - \frac{\nu_{12}^2}{E_1} \quad \frac{m^2 n^2}{E_1}
\]
The undamaged longitudinal Young’s modulus of the overall laminate $E_{0}$ can be obtained as $E_{0} = 1/\varepsilon_{12}^{2}$, where $\varepsilon_{12}^{2}$ is the $(1,1)$th element of $A^{*}$, the normalized compliance matrix of the laminate. The matrix $A^{*}$ can be obtained as the inverse of the normalized laminate stiffness matrix $A^{*}$, i.e., $A^{*} = (A^{*})^{-1}$. For the laminate type considered in this work, the stiffness matrix $A^{*}$ can be readily calculated using the rule of mixtures as $A^{*} = \left[\frac{t_{s}}{t_{0}}\right]A_{\text{sublaminate}} + \left[\frac{t_{o}}{t_{0}}\right]A_{\text{out-of-plane sublaminate}}$, where $t_{s}$ and $t_{o}$ are the thickness of the sub-laminate and the out-of-plane sublaminate, respectively. 

$$A_{\text{sublaminate}} = \left[\frac{t_{s}}{t_{0}}\right]A_{\text{sublaminate}} + \left[\frac{t_{o}}{t_{0}}\right]A_{\text{out-of-plane sublaminate}}$$

where $m = \cos(\phi)$ and $N = \sin(\phi)$, and $\phi$ is the angle between the laminate x-axis and the fiber direction of the sub-laminate, as $\phi = 0^\circ$, thus the laminate and sublamine global axes $\{x,y,z\}$ coincide with ply local axes $\{1,2,3\}$. In this particular case, the following identities hold: $E_{1}^{(0)} = E_{1}$; $E_{2}^{(0)} = E_{2}$; $\nu_{xy}^{(0)} = \nu_{x2}; \quad G_{xy}^{(0)} = G_{12}$; $G_{12}^{(0)} = G_{12}$. 

The elements of this matrix can be obtained as a function of the corresponding sublaminate angle $\alpha$ as follows:

$$A_{\text{sublaminate}} = \left[\begin{array}{ccc}
U_{11} & U_{12} & U_{13} \\
U_{12} & U_{22} & U_{23} \\
U_{13} & U_{23} & U_{33}
\end{array}\right]$$

with $U_{i}$, $i = 1, \ldots, 5$ are invariants of the ply, whose values are defined regardless of the ply orientation as a function of the components of the on-axis ply stiffness matrix, as follows:

$$U_{1} = \frac{1}{2}Q_{11} + \frac{1}{2}Q_{22} + \frac{1}{4}Q_{12} + \frac{1}{4}Q_{66}$$

$$U_{2} = \frac{1}{2}Q_{11} - \frac{1}{2}Q_{22}$$

$$U_{3} = \frac{1}{2}Q_{11} + \frac{1}{2}Q_{22} - \frac{1}{4}Q_{12} - \frac{1}{4}Q_{66}$$

where

$$\nu_{xy} = \frac{\nu_{12}}{E_{1}} = \frac{1 + 2\nu_{12}}{E_{1} - \frac{1}{E_{2}} + \frac{1}{G_{12}}} m^{2}n^{2}$$

$$E_{xy}^{(0)} = E_{1}^{(0)} - \frac{1}{E_{1}^{(0)}} \left(\frac{1 + 2\nu_{12}}{E_{1} - \frac{1}{E_{2}} + \frac{1}{G_{12}}} m^{2}n^{2}\right)$$

$$Q_{i j}^{(\alpha)} = \frac{\cos(2\alpha)}{\cos(4\alpha)} \sin(2\alpha) \sin(4\alpha)$$

and

$$Q_{i j}^{(\phi)} = \frac{1}{2}U_{2} U_{3} - U_{1}$$

$$Q_{i j}^{(90\phi)} = \frac{1}{2}U_{2} U_{3} + U_{1}$$

$$Q_{i j}^{(12\phi)} = \frac{1}{2}U_{2} U_{3}$$

$$Q_{i j}^{(0\phi)} = \frac{1}{2}U_{2} U_{3}$$

$Q_{ij}$ are the components of the stiffness matrix $A^{*}$ and $A_{\text{sublaminate}}$ for the sublaminate with the sublaminate angle $\phi$ and the out-of-plane sublaminate with the angle $\phi = 90^\circ$. 

The normalized compliance matrix of the sub-laminate can be obtained using the rule of mixtures as $[\phi_{s}^{2}]_{\text{normalized compliance}} = \frac{[\phi_{s}^{2}]_{\text{sublaminate}}}{[\phi_{s}^{2}]_{\text{out-of-plane sublaminate}}}$. 
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